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Introduction:

• Traditional LSTM model tends to focus more on the relatively closer 
vocabulary while neglecting the farther one.  For example, in the following 
figure, the word ‘bridge’ has an important hint on predicting the word ‘river’ , but the 
two words are separated by 6 words. 

• Current mainstream caption decoder is weak in handling long-term dependency 
in sequential sentence, especially when the visual content of an image is 
complex and hard to describe.

• Although existing image captioning methods achieve high performance on 
standard caption dataset,  we find that for hard image captioning cases, their 
performance drops dramatically.

l Reflective Attention Module: Modeling the dependencies between pairs of 
words at different time steps explicitly, taking into account the corresponding 
hidden states, instead of only memorizing the historical sequence information 
by balancing the overall relevance of all time steps like LSTM.

l Reflective Position Module: Modeling the relative position information 
individually in a supervised way, which equips our model with a strong 
perception of relative position for each word in the caption.

Summary:
• Enhance the long sequential modeling ability of the traditional caption decoder 
• Explore the coherence between words 
• Perceive the relative position of each word in the whole caption 
• Visualize the word decision making process in text domain by considering long-

term textual attention

Comparison with other methods

Proposed solution:

Existing problems:


