
• Motivation: 1) A lot of segmentation errors are caused by overlapping 
objects, especially for object instances belonging to the same class. 2)
Most existing improvements come from better backbone designs, with 
little attention paid in the instance mask regression after RoI extraction.

• Solution: We propose Bilayer Convolutional Network (BCNet) for object 
contour and mask regression, which explicitly decouples overlapping 
objects in the same RoI into two separate image layers - top layer 
handles the occluders and bottom layer for the occludee.
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Highlight

• BCNet: Two/one-stage (detect-then-segment) instance segmentation 
with state-of-the-art performance on three large-scale benchmarks 
(COCO, KINS, COCOA).

• Novelty: Explicit occlusion modeling in RoI with bilayer decoupling
for the occluder and occludee.

• Efficacy: Large improvement using the FCOS (anchor-free) and Faster 
R-CNN (anchor-based) detectors.

• Simple: Small additional computation burden and easy to use.

Results

• Ablation experiments on bilayer structure

• Comparison with SOTA methods on COCO test-dev set, KINS, COCOA.

• Visual comparison. Heatmaps denote contour and mask predictions respectively.
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Comparison of Mask Head Design

Experimental Results

The previous occlusion-aware mask heads only regress both modal and 
amodal masks from the occludee w/o occluder-occludee interaction.

Bilayer GCN structure: For cropped ROI feature, the first GCN explicitly 
models occluders by simultaneously detecting occlusion contours and 
masks which distills essential shape and position information to guide the 
second GCN in mask prediction for the occludee (target object).
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